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Executive Summary

In this data mining report, we have used WEKA as our main software to identify the question
we faced. Data mining on WEKA is an effective method to help us improve our findings.

It is believed that student graduates have been a factor in the future income. Multiple factors
and variables that are provided are the data gained on the student income 2 years after the
graduation. Moreover, the covid-19 pandemic caused uncertainties. Using WEKA and its
multiple algorithms will eventually remove unnecessary variables and gain some knowledge
from the data provided.

In a glance, the class of the data is the income_group variable, and some of the variables are
not set accordingly. The variables seem to be having missing values and outliers on the
numerical data. We used transformation to change the datatype accordingly, remove the
unwanted attribute, and replace missing values before discretizing and SMOTE.

As to train the datasets, we used ZeroR as the benchmark, followed by other 4 models are J48,
NaiveBayes, IBk, and SimpleLogistic. The train results showed that IBk has the best training
model but overfitted the models. Therefore our second best model is tuned J48 which has the
best result in evaluating the model.

In the analysis part of the writing process, we will visualise the data and compare the income
group in each category. We realised that graduates with a Bachelor degree in Multidisciplinary,
health degree holders, graduates who completed the four-year program will likely get a higher
pay. As most of the data has illustrated that they will fall in “above average” or “high” income
groups.

Besides that, we also found out a bachelor degree holder is more likely to be paid a higher
salary than a graduate who only obtains a certificate degree after graduation. Companies will
probably be willing to pay higher salaries to graduates from well-known "private for non-profit"
institutions.

In conclusion, J48’s accuracy, weighted F-measure, and also the weighted ROC have been
increased significantly. It is clearly shown that the algorithm is suitable for us as our final
model. For the recommendation, we think that it is better to have more time to complete it as
the exceedingly huge amount of data and its features makes it more complicated to straightway
understand some insights, and it is time-consuming to bring out the best optimal model.

TeamC5 - Group Reflective Video: https://youtu.be/tvcazateshk

https://youtu.be/tvcazateshk


Introduction and Methodology

In order to determine the factors behind a graduate’s future income, we are going to discuss
the options and education level of a student along with other variables that are given in the
datasets. What are the advantages of continuing your education? Students wonder if their
academic achievements will be worthwhile in the long run. They choose to pursue higher
education for a variety of reasons. The expectancy of future salary based on educational
achievement is one of the most motivating.

We believe that most students have chosen their universities and academic programs based on
the desired incomes in their future goals. Therefore, people are asking the question which
option they made will provide the most income in their future life. So, we would like to find out
what attributes are important and meaningful for the students to get a higher pay after their
graduation.

The datasets provided include training and testing data, containing information on 13,818
students’ income, 2 years after their graduation. The variables in the given datasets are focused
on four sectors, namely academic program (academics program in different field, percentage
of degrees awarded in field, cost of tuition fees, etc), school related variables (highest
degree awarded at institution, staff salaries, level of institution, state of the institutions, etc),
student characteristics (gender, part time/full time, marital status, etc), degree related
variables (such as number of degree-types offered at institution). There are 265 variables in
total and income group is the class label of the datasets. The result of the income group has
been classified into four groups: below average, average, above average and high.

In this period of uncertainty, many youths are feeling uncertain about the future especially for
high school and university students, the COVID-19 pandemic has brought a huge impact to
their lives. Job possibilities are scarce and limited in the coming years, no matter what your
degree or educational level is. It is often believed that the better your educational background,
the greater your possibilities of being hired for a decent job (Elmi, 2010). The main goal of this
report is to come up with an idea of a positive decision guideline for identifying relevant
variables for generating the most income for the future of graduate students.

We are going to solve the problem by merging the training and testing data, then giving them a
row of new id. There will be 13,818 instances and 265 attributes (train= 1-10,169; test=
10,170-13,818). For our data pre-processing part on WEKA, we filter out the attributes by
applying NumericToNominal. Then, we will set missing values threshold and correlation
threshold, remove those attributes which have more than 5% of missing values while have a
correlation lower than 0.1. After the removal, we will use the feature of ReplaceMissingValues in
the filter for those attributes which are not removed.

Now, we will discretise the remaining attributes. Furthermore, we will remove the attributes
with attribute selection of InfoGainAttributeEval and Ranker search method, we decided to set a
threshold at 0.1. As a result, we will have 32 attributes left for our data.

Then, we filter the instances by applying the RemoveRange feature for our train and test data.
Our instances remain unchanged. Lastly, we resample the training dataset by applying the
Synthetic Minority Oversampling TEchnique (SMOTE).

In the modelling part, we will first set a benchmark by using the ZeroR algorithm. Then, we will
do the modelling by using different classifiers, namely NaiveBayes, J48, IBk and
SimpleLogistic. For the evaluation of test data, we will apply the same algorithms by selecting



the supplied test set to get the result. After getting the result from our modelling, we will focus
on the accuracy, F-measure, ROC Area and time-taken. We will choose the model with high
accuracy, high F-measure, high ROC Area with least time-taken as our standard.

Moreover, we will analyse our report by focusing on the valuable insights we have generated
from the data mining process and we will highlight our visualisations in that stage. In the end of
the report, we will select our best model and bring along with our recommendations. We will
define the key factors that generate the most income in the future.



Data Preprocessing

The first step of data preprocessing is merging the original train and test datasets provided
using MS Excel. This is done to tackle the variable and instance label discrepancy issues that
existed in both datasets. The combined dataset has a total of 265 variables including the row ID
and 13,818 instances consisting of 10,169 train data instances and 3,649 test data instances.
This merged data file is then ready to be transformed in WEKA.

Upon uploading to WEKA, the first variable which is the row ID was removed as it only acts as
identifier values for the instances and might affect the overall Classification performance. Thus,
only the 263 remaining predictor variables and 1 target variable are used in the next step.

a. Summary Statistics

The data comprises 264 variables for 13,818 students' income, 2 years after their
graduation. The data was compiled from a wide range of publicly available government
data sources. The attribute, income_group is the Class label in this dataset. These 264
predictor variables can be used to evaluate 3,649 students’ income group 2 years after
their graduation.

Figure 1: Summary statistics for the class attribute

The class attribute is divided into four income groups: "Below Average," "Average,"
"Above Average," and "High." There are 2582 instances in the category "Below
Average," 7882 instances in the category "Average," 2989 instances in the category
"Above Average," and 365 instances in the category "High." Based on the summary
statistics presented above, we can conclude that the class attribute has an imbalanced
distribution. This is due to the fact that the “High” income class has 21.5 times fewer
instances than the “Average” income group. An unbalanced dataset will bias the
prediction model towards the more common class. Hence, action is needed to deal with
the problem.

● Attribute 229, 230 and 235 (cost__tuition_[in/out]_state,
school_faculty_salary)
They are all numerical variables. Their summary statistics are skewed to the left and
contain some outlier values. All of them have a high proportion of missing values (>5%)
as compared to other attributes that have a lower percentage of missing values.
Furthermore, all of the attributes have a high standard deviation, indicating that they are
not good variables to be included in the model.



● Attribute 236 (school_ft_faculty_rate)
This is a numerical attribute that illustrates the full-time staff rates. It is demonstrated in
percentage form ranging between 0 to 1. It consists of 4866 missing values which
account for 35% of the total instances. We can conclude that it is not a good predictor
and should not be added into the model.

● Attribute 238, 244 and 258 (school_instuctional_expenditure_pre_fte,
school_tuition_revenue_per_fte and student_size)
All of them are numerical attributes. They consist of 1% of missing value which is
relatively lesser (<5%) as compared to other attributes who have a higher percentage of
missing value. Their summary statistics have shown that the distribution curve is skewed
to the left and have outlier values. Both of them also have extremely high standard
deviations which are not good to be fitted into our model.

● Attribute 247,252 and 253 (student_demographics_female_share,
student__share_25_older and student_share_first_time_full_time)
All of them are numerical variables. They are shown in percentage form ranging between
0 to 1. All of them have a high proportion of missing values (>5%) as compared to other
attributes that have a lower percentage of missing values. Their summary statistics have
shown that the distribution curve is “abnormal”. Hence, they are not a good variable to
be included into our model.

● Attribute 249 and 250 (student_demographic_married and
student_demographics_veteran)
They are all numerical variables that show the proportion of married and veteran
students. Both of them are demonstrated in percentage form ranging between 0 to 1.
Their summary statistics are skewed to the left and contain some outlier values. All of
them have a high proportion of missing values (>5%) as compared to other attributes
that have a lower percentage of missing values. Thus, they are not good predictor
variables.

● Attribute 255 and 256 (student_share_firstgeneration_parents_highschool and
student_share_firstgeneration_parents_somecollege)
All of them are numerical variables. They are shown in percentage form ranging between
0 to 1. All of them have a high proportion of missing values (>5%) as compared to other
attributes that have a lower percentage of missing values. Their summary statistics have
shown that the curves are distributed normally.



Figure 2: summary statistics for all highlighted attributes

b. Transformation

As mentioned in the above part, the income_group is the class attribute in this dataset. Since
this variable has categorical values, it is suitable for us to use the Classification Predictive
method in our modelling process. Thus, the numerical predictive attributes are required to be
transformed into their nominal counterparts.

Firstly, the NumericToNominal filter is put on to the wrongly identified numerical variables which
are supposedly measured as categorical values. These variables include
academics__program_[name]_[field] represented by 1st–190th variables
school__degrees_awarded_predominant_recoded represented by 234th variable and
degrees_highearningrepresented by 263rd variable.

Secondly, the dataset needs to be cleaned by removing or replacing the visible missing values.
Based on the summary statistics provided in WEKA, the existing missing values proportion
varies between 0% and 48%. Nevertheless, the consensus threshold is set at 5% as most of
the portions are below this value. The removal of attributes was done to variables with missing
values of more than 5% and correlation value of less than 0.1 with income_group (Appendix 1).

Using the default settings of CorrelationAttributeEval and Ranker as shown above, attributes
school__ft_faculty_rate (236), school__online_only (240), student__demographics_married
(249), student__demographics_veteran (250), student__share_25_older (252) and
student__share_first_time_full_time(253) are removed from the datasets. Whereas, the
remaining variables with missing values are fixed using ReplaceMissingValues filter.



Thirdly, the remaining numerical variables are transformed into categorical counterparts by
binning it using the default settings of the Discretization filter in WEKA. Moreover, using
Discretization is more appropriate in this dataset as it would resolve the outlier and extreme
values problems without actually removing it with the usual InterquartileRangefilter. One of the
reasons is that most of the independent variables consist of several extreme values which might
be useful in predicting the High category in income_group class attribute. The variables that
were discretized include academics__program_percentage_[field] (191–228),
cost__tuition_[in/out]_state (229–230), school__faculty_salary(235),
school__instructional_expenditure_per_fte (237), school__tuition_revenue_per_fte (242) and
several student and degrees related variables (243–256).

c. Attribute Selection

The 257 predictors are further processed with a feature selection method where the irrelevant
and redundant attributes are removed to have a better estimation performance. After doing
several iterations in the Select Attributes panel with different parameter settings of Attribute
Evaluator and Search Method, the InfoGainAttributeEval and Ranker is proven to project the
most accurate rank selection of the variables. Based on the attribute selection output and some
trial & errors, the removal is done to a total of 226 attributes that have values below the
determined threshold which is 0.1. The remaining 31 significant predictors and 1 target variable
are ready to be used in further modelling process.

The relationship of these attributes can be seen in the MS Excel Correlation Matrix as well as
the WEKA Visualization panel (Appendix 2).



According to the graphs above, it is shown that there are more strong positive correlations
between the variables compared to the negative correlations. These attributes are the final
variables to be included in the modelling process. However, it is not suitable to use 100% of the
data since it might cause overfitting issues. Thus, the data was required to be split back into 2
dataset i.e., train data and test data in accordance with the ordering of the original dataset
provided. This step is done by using the RemoveRange filter. Firstly, to obtain the 10169 train
data set, the instancesIndices is set at 10170-13818. After the training dataset is saved, the
step is reverted by clicking the ‘Undo’ button. Then, the remaining would be the 3649 test data
instances which can be obtained using the same parameter but with invertSelection as ‘True’.

Upon opening the training dataset in WEKA, the target attribute is shown to be unbalanced
which might affect the overall modelling performance. Thus, income_group variable was
rebalanced using SMOTE to the 4th indices in class value and it is set to add 500% instances.
This final training dataset consists of 10774 instances which are then ready to be used for
modelling purposes.



Modelling

a) Setting Benchmark with ZeroR

ZeroR algorithm is chosen to be the benchmark since it is the simplest algorithm that heavily
relies on the target rather than the variables.

b) Train Datasets

In the training processes, we selected another 4 algorithm that are :

- NaiveBayes is an algorithm create an assumptions on the datas (both presence or
absence) that is unrelated towards each other

- J48 is the algorithm to create a pruned or unpruned decision tree, and it is commonly
used to examine the data categorically and continuously in the data mining process. In
this modelling process, the J48 was originally set at 0.25 confidenceFactor. However, the
tuned version with 0.5 confidenceFactor provides a better performance than the output
of default parameter setting.

- IBk is an algorithm to classify each class with the similarity between the instances
“neighbours”. It uses the K-Nearest Neighbour where the gap between each instance in
training data is classified based on the distances between instances similarity.

- Simple Logistic regression is an algorithm that looking and taking assumption on the
relationship and it produces discrete output

IBk Training Result

No tuning required as the base model has the best output. The accuracy decreases as the
changes made on the K- Value. Therefore, it is concluded that we will test using the standard
settings. Moreover, IBk has the best performing model among the other 4 models.



Evaluation results using test data

ZeroR

Tuned J48

Comparison on training and test modelling

Model Accuracy Time Taken
(in seconds)

F-Measure Weighted
Avg

ROC Area

Training Test Training Test Training Test Training Test

ZeroR 54.2324% 55.8783% 0 0.05 ? ? 0.499 ?

Naive
Bayes

59.5576% 55.6317% 0.664 0.06 0.809 0.555 0.809 0.794

Tuned
J48

80.7964% 82.7076% 0.07 0.08 0.807 0.807 0.887 0.887

IBk 82.5042% 91.5419% 0.03 4.4s 0.825 0.914 0.904 0.961

Simple
Logistic

79.0236% 75.5549% 52.96 53.99 0.788 0.751 0.917 0.9



Training Dataset

From the result shown above, The algorithm that has improved its accuracy during the test data
is ZeroR, Tuned J48, and IBk, most of the model has a longer processing time during evaluation
using the test data except for Naive Bayes. Moreover, the F-measure which the accuracy on the
test indicators improved on the IBk, stayed the same for Tuned J48 and decreased for Naive
Bayes and Simple Logistic algorithm. Lastly, Naive Bayes, Tuned J48 and IBk improved it’s ROC
area which also a measurement of the algorithm performance but slightly decreased on the
Simple Logistic algorithm.

In general, all of the algorithms have passed the benchmark which has been set by the simplest
algorithm, ZeroR with a score of 54.2324%.

Based on the output as shown above, the Naive Bayes algorithm has the least percentage of
correctly classified instances, weighted F-measure and also the weighted receiver operating
characteristic (ROC) as compared to other algorithms. Meanwhile, the IBk algorithm has the
highest proportion of correctly classified instances, as well as the highest score for both
weighted F-measure and weighted ROC scores.

Furthermore, after tuning the confidence factor of the J48 algorithm from 0.25 to 0.5, we
discovered that the percentage of correctly classified instances improved by 1.6707 percent. As
a result, we opted to use the tuned version to evaluate our test dataset as it has the higher
capability in estimating data.

To summarise, IBk has the highest level of understanding of how the given input variables are
associated with the class attribute.

Testing Dataset

On the test data evaluation, J48, IBk and SimpleLogistic have passed the benchmark which has
been set by the simplest algorithm, ZeroR with a score of 55.8783%, while NaiveBayes has a
lower percentage of correctly classified instances than ZeroR. Hence, we will omit NaiveBayes in
our following comparison analysis.

Based on the output as shown above, the SimpleLogistic algorithm has the lowest percentage of
correctly classified instances, weighted F-measure and also the weighted receiver operating
characteristic (ROC) as compared to other algorithms. Meanwhile, the IBk algorithm has the
highest percentage of correctly classified instances, weighted F-measure and also the weighted
ROC.

Although the IBk algorithm has the highest accuracy in predicting the model, it is inadequate to
be chosen as the best classifier as it has an incredibly high percentage of correctly classified
instances with a score of 91.5419%. This is due to the fact that when the score of correctly
classified instances exceeds 85% and above, the model becomes overfitting. Overfitting occurs
when a model learns the detail and noise in the data to the extent that it negatively impacts the
performance of the model on new data. This implies that the algorithm picks up on noise or
random fluctuations in the input and learns it as a concept.

As a result, the J48 (tuned) algorithm will be our most optimal model. Throughout the iteration
processes, the accuracy, weighted F-measure, and also the weighted ROC of the J48 model
have been increased significantly. Thus, it is suitable for us to use the J48 as our final model.



Analysis

The "academics_program_bachelor_history" illustrates that graduates with a Bachelor degree in
Multidisciplinary have the lowest probability of getting "below average" income as compared to
other degree holders. From the summary of this attribute, we can visually see that it has the
least "below average" income group (dark blue) for the "offered" category.

Moreover, the "acedemics_program_bachelor_health" attribute shows us that graduates with a
Bachelor degree in Health have the highest probability of having a "high" income as compared
to other degree holders . As we know, "health" professions normally have higher salaries. It
shows that it has the highest proportion of "high" income groups under the "offered" category.

The "academics_program_cerificate_lt_2_yr_personal_culinary" attribute indicates that
graduates with a Certificate Degree for 2 years in Personal culinary are more likely to earn
"below average" income than graduates with a Certificate Degree for 1 year in Personal
culinary. It shows that it has the highest percentage of "below average" income groups under
the "offered" category.

The "school_institutional_characteristics_level" attribute shows that graduates from institutions
who have studied a program which is less than 2 years have the highest percentage of getting
"below average" income. On the contrary, graduates from institutions who have studied a
program for 4 years have the highest probability of getting a "high" or "above average" income.
As a result, we can conclude that graduates who completed the four-year program have a
better chance of earning a higher salary.



When we compare the two types of academic programs, Bachelor Degree and Certificate
Degree, we can see that a Bachelor Degree holder is more likely to be paid a higher salary than
a graduate who only obtains a certificate Degree. Based on our common knowledge, we know
that people who graduate with a Bachelor Degree tend to have a higher salary as compared to
those who graduated with a Certificate Degree. This indicates that it is better to obtain a
Bachelor Degree rather than taking a Certificate Degree regardless of the programs taken. This
is proven by the attribute "school_degree_awarded_highest" as we can see Certificate Degree
holders have the highest probability of getting "below average" income as compared to other
degree programs.

Based on the analysis above, we would recommend that students should take at least a
Bachelor Degree program so that they will have a higher income when starting to work.
Furthermore, Certificate Degree holders should further their studies to get a higher income.
Graduates seeking a higher income job are advised to obtain a "Graduate Degree," regardless
of the programs they are pursuing at the institution, as obtaining a "Graduate Degree" will
increase their chances of obtaining an "above average" or "high" income profession.

Moreover, it is important for students to take into consideration what type of institution they
graduate from. Students who graduated from a "private for non-profit" institution tend to have
the highest probability of getting an "above average" or maybe a "high" income. This may be
due to the fact that "private for non-profit" institutions are mainly private prestigious
universities that usually have higher tuition fees. Companies will almost certainly be willing to
pay higher salaries to graduates from well-known institutions.



Conclusion and Recommendations

The most appropriate technique to handle this dataset is Classification Analysis as our objective
is to see what are the factors that increase income in the future (categorical variable). In the
data preparation, the training dataset is pre-processed using several filters such as
NumericToNominal, ReplaceMissingValues, Discretize, and SMOTE. The cleaned and
preprocessed dataset consists of a total 31 significant predictors to estimate the target
classification.

As mentioned in the introduction part, the 5 modelling algorithms used in this report are ZeroR,
NaiveBayes, J48, IBk, and Simple Logistic Regression. After running iterations on the algorithms
and its corresponding parameter settings, the J48 (tuned) algorithm will be our most optimal
model using the method Cross Validation (k=10). This is because the J48 algorithm has
performed consistently throughout the training and testing dataset and it has an optimum
percentage of correctly classified instances after eliminating all of the irrelevant attributes by
using “InfoGainAttributeEval” and “Ranker”.

Furthermore, as opposed to other algorithms, J48’s confusion matrix has the optimal number of
wrongly classified instances. Although the IBk algorithm’s confusion matrix has the least
number of wrongly classified instances, it seems to be overfitting. This is due to the fact that it
has an incredibly high percentage of accuracy for all of its performance indicators.

J48 (631 wrongly classified instances) IBk (309 wrongly classified instances)

Throughout the iteration processes, the accuracy, weighted F-measure, and also the weighted
ROC of the J48 model have been increased significantly. Thus, it is suitable for us to use the
J48 as our final model.

We apply the principles of CRISP-DM using each of the methods described in order to provide
clear and workable business intelligence models based on the dataset given. We use advanced
data modeling and machine learning methods to create new meaning to help students to choose
what to study but a recurring concern is future income.

There are some recommendations to obtain a better understanding and estimation of predicting
the future income of higher education students. A better way of visualizing can be developed if
more time is given. The exceedingly large amount of data and its features makes it difficult to
immediately grasp some insights, and it is time-consuming to create the most optimal model.
Our group might also have some unsupervised approaches such as trying to combine some of
the similar features together and identifying the association between the variables. Thereby, we
could obtain some possible alternative techniques in determining what factors affect future
earnings of university students.
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Appendices

Appendix 1. CorrelationAttributeEval - Remove variables that have more than 5% missing
values and are not highlighted.

Appendix 2. Correlation Visualization the final 32 attributes



Appendix 3. ZeroR - Training and Testing Output

Appendix 4. NaiveBayes - Training and Testing Output



Appendix 5. J48 - Training Before and After Tuning

Appendix 6. J48 - Testing Output



Appendix 7. IBk - Training Before and Testing Output

Appendix 8. SimpleLogistic - Training and Testing Output


